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Abstract—There is a significant need for efficient and accurate
macromodels of components during the design of microwave cir-
cuits. Increased integration levelsin microwave devicesand higher
signal speeds have produced the need to include effects previously
neglected during circuit simulations. Accurate prediction of these
effectsinvolve solution of lar ge systemsof equations, thedirect sim-
ulation of which is prohibitively CPU expensive.

In thispaper, an algorithm is proposed to form passive parame-
trized macromodels of large linear networksthat match the char-
acteristics of the original network in time, as well as other design
parameters of the circuit. A novel feature of the algorithm isthe
ability toincorpor atea set of design parameter swithin thereduced
model. Thesize of thereduced modelsobtained using the proposed
algorithm were less than 5% when compared to the original cir-
cuit. A speedup of an order of magnitude was observed for typical
high-speed transmission-line networks. The algorithm is general
and can be applied to other disciplines such asthermal analysis.

Index Terms—Macromodels and signal integrity, microwave
circuits, reduced-order systems, sensitivity, transmission lines.

I. INTRODUCTION

APID advances in fabrication technology have signif-

icantly reduced the feature sizes of integrated circuits
(ICs) and increased the density of chips. With increasing
signal speeds, transmission-line effects such as delay, coupling,
reflection, and crosstalk, previously neglected during circuit
simulation, have become prominent. These effects, if not
predicted at early design stages, can severely degrade system
performance, potentially delaying the design cycle. Accurate
prediction of transmission-line effects generaly requires the
solution of large systems of equations, the simulation of which
is prohibitively CPU expensive [1]{3]. Forming a reduced
linear model is the key to fast ssimulation of large transmis-
sion-line networks.

In addition to reducing the CPU expense of regular simula-
tions, it isalso important to predict the response of the designed
circuit due to environmental effects, thermal effects, manufac-
turing variations, and fluctuations in the critical dimensions of
transmission lines such as width and height. These effects in-
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duce a change in the overall system equations. It is often not
feasible to perform simulation of large circuits due to variations
in these parameters. A reduced-order macromodeling technique
that can perform analysis on large systems of equations with re-
spect to time and other design parameters of the circuit can aid
in addressing these issues.

In the literature, several algorithms were proposed to effi-
ciently simulate large systems of equations by model-order
reduction [4]-6]. It is to be noted that all these techniques
perform model reduction with respect to a single parameter
(frequency). In [7]-{9], methods have been proposed to per-
form multidimensional analysis on large systems of equations.
It has to be emphasized that these techniques are simulation
techniques and, thus, do not aid in forming time-domain macro-
models. Attempts have been made to form multidimensional
time-domain macromodels of linear networksin [10] and [11].
However, these techniques do not guarantee passivity of the
macromodel. Passivity implies that a network cannot generate
more energy than it absorbs, and no passive termination of the
network will make the system unstable. Passivity is an impor-
tant property because stable, but not passive, macromodels can
lead to unstable or nonphysical systems when connected to
other passive systems.

In this paper, atechnique is proposed that can form reduced-
order macromodels of large linear systems with respect to time
and other design parameters of the network while guaranteeing
the passivity of the reduced-order macromodel. The algorithm
is based on Krylov subspace techniques extended to multiple
dimensions. The theoretical approach to form passive multidi-
mensional time-domain macromodelsis presentedin Section 1.
Proofs that the reduced-order macromodel preserves the mo-
ments of the network and conserve passivity is given is Sec-
tions Il and 1V, respectively. This is followed by Sections V
and V1, which present the results and conclusions, respectively.

Il. MULTIDIMENSIONAL MACROMODELING
A. Formulation of Network Equations
A general linear passive subnetwork, function of parameters

A1, A2, ..., A, Can be expressed as
dx
ip(t) = Bz (1b)
where
o z(t,A1,..., \n) € RY isthe vector of unknowns in the
system,
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e COL,.., M), G(A 1, ..., An) € RVXN arematricesde-
scribing the lumped memory and memoryless elements of
the network dependent on Ay, ..., A\,;

* i, and u, denote the port currents and port voltages,
respectively, p being the number of ports;

» B isasdector matrix that maps the port voltagesinto the
node space of the network;

* N isthe total number of variables in the MNA formula-
tion;

 n isthe number of parameters in the network.

In the remainder of this section, we shall demonstrate the in-
clusion of thelinear subnetwork (1) into nonlinear time-domain
circuit equations.

Consider a circuit ¢ containing linear and nonlinear lumped
components and a linear subnetwork. The linear subnetwork is
modeled using ordinary differential equations, as described in
(1). Assume the network ¢ has N4 nodal variables. The mod-
ified nodal analysis (MNA) matrix eguations can be written in
the time domain, and appended with thelinear sub-circuit stamp

as follows:
55 P2 [=0)+ [ 8] [50]
. {qu(woqs(t))} _ [bﬁgt)} @

where G, € RV+*Ne and C,, € RV+*Ne represent the MNA
matrices of the lumped elements in circuit ¢, f,(x4) € R™¢,
b,(t) € RN represent the vectors of nonlinear elements and
lumped sources, respectively, D, = [d; ;] is a selector matrix
with elements d; ; € {0,1} (where¢ € {1,2,...,Ny,},j €
{1,2,...,p} with a maximum of one nonzero in each row or
column) that maps v,(t) and 4, (¢) into the node space R+ of
network ¢.

B. Computation of the Multidimensional Subspace

Thefirst step of the algorithm is to compute the multidimen-
sional subspace of the systemin (1). For that purpose, the block
moments of « with respect to frequency (denoted by Q.) are
computed using the procedure described in [6] and [12] using
Krylov subspace techniques. Block moments of x with respect
to A1,..., A, (denoted by matrices Q,,,1 < ¢ < n) are com-
puted using the technique elaborated in [7]. In the special case
where the variation of the matrices C and G with respect to the
parameter ); is linear, techniques such as Arnoldi [12] can be
used to compute the block moments of z with respect to A; to
extract better efficiency. Once al the required block moments
are evaluated, the multidimensional subspace (denoted by Q) is
computed such that

colsp(Q) = colsp (Qs  Qa, Qx,)- ©)]

This can be achieved by using a standard QR decomposition
[12lon [Q, Qx Qax,]-

Inthe casewhen cross-derivativesare required to preserve the
network response, the multidimensional subspaceismodifiedto
include the cross-derivatives (denoted by Q) as

colsp(Q) = colsp(Qs  Qax, Q. Qx). (¥
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In case the sensitivity of the moments of x with respect to
a specific parameter A; is relatively small, the corresponding
cross-derivatives can be neglected. In typical electrical subcir-
cuits, this is generaly true and it is observed that neglecting
the cross-derivatives does not, in practice, effect the accuracy
of the response.

It is to be noted that, once computed, the multidimensional
subspace Q is a constant real matrix independent of frequency
and)\l,...,)\n.

C. Macromodeling Through Congruent Transformation

The multidimensional subspace formed in Section II-B is
used to perform a congruent transformation on the original
system to produce a reduced-order macromodel. Define

= Qg )

wherez € R and g = ¢, + qx + 3 _,—7 9r,- 4, 9n, ad g are
the number of columnsin Q,, Q., and Q, respectively. It has
to be noted that ¢ <« N.

Using (5), acongruent transformation is performed on (1) to
give

Ch,. .., A,,,)% + G\, ..., A& = Buy(t)  (63)
ip(t) =BT (6b)

where
C=Q7'cQ G=Q'GQ B=Q'B. )

It is to be noted that the size of the macromodel (6) is very
small compared to the original network (1). The response at
any node of the original network can be computed using (5)
once the solution of the reduced system (6) is known. This
reduced-order macromodel can be used in (2) instead of the
origina subnetwork (1).

Proof that the congruent transformation (5) preservesthefirst
gs and g, moments of X with respect to frequency and A, at
port ¢ is given in Section |11.

I1l. PROOF OF CONSERVATION OF MOMENTS

From (3), we have [12]

colsp(Q) = colsp (Q,  Qa,
= colsp (M, My,

Qx,)
M,,) (8

where M, are the block moments of X (the Laplace transform
of x) with respect to frequency and M, are the corresponding
block moments with respect to ;. Hence, we have [12]

QR =K ©
where

K=(M, M,, M,,). (20)
Thereduced systemin (6a) with an excitation at port ¢ isgiven
as

A~ A ~

Y(Sv)‘lv'"7)‘n)X(87)‘17"'7)‘n): () (11)
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where  Y(s,A1,...,\) = QLY (5, A1, \n)
QvY(Sv)‘lv .. 7)‘n) - G(Sv)‘lv .. -Av)‘n)—’_c(sv)‘lv . '7)‘n)72(

is the Laplace transform of % and b; is the ith column of B.
Using the congruence transformation (5), we have

QY (s, A1, .., A)QX (5, A1.. .., A) = Qb (12)
Substituting (9) in (12), we have
KTY (s, A1, .., AMKR X (s, A, .., 0) = KT (13)

where b; is the ith column of B.

Proof that the reduced system (12) conserves g, moments
(M, € ®VN*x4) with respect to frequency is based on math-
ematical induction. First we prove that the zeroth moment ob-
tained from the reduced model is equivalent to that obtained
from the original system represented by (1). Next, we show
that the mth moment is conserved if its previous moment is
conserved. '

At an expansion point s = s;, A\ = A}, ..., A\,
zeroth moment of X can be evaluated as

= )\, the

KYY (55, M, AL ) KR,
=K"b;
—KTY (sj,yl', . .,Ag;) M° (14)

where M’ denotes the rth moment of X with respect to fre-
quency in the original system and M represents the rth mo-
ment of X with respect to frequency eval uated from the reduced
system. '

Since KTY(s;,\],..., M )K is nonsingular, (14) has a
unigue solution. Hence, R—lMS = e,, where ¢, is the rth
column of the identity matrix I, € #9*¢ and » = 1 represents
aunique solution of (14). Next, from (5), the zeroth moment of
X(s,A1,...,A,) isobtained as

QM. = KR'M" = Ke, = M". (15)

Here, as seen from the right-hand side (RHS) of (15), the
zeroth moment of the system is conserved.

We now proceed to provethat if the hypothesisholdswell for
I=m—1,ie, QM. = M., thenitaso holdswell for I = m
ie, QM. = M.

The mth moment of X(s, A1, ..., A,) with respect to fre-
quency can be evaluated [5] and simplified using (13) as

r . ~m ay ~m—
KTY(sj,)\Jl,...,)\’)KR M =K' KR M, !
(16)

m—1

Sincethehypothesisholdswell forl = m—1, R™'M, =
e, Where r corresponds to the location of Mf" Lin K This
reduces (16) to

K'Y (5,0, AL ) KR
oY
Os
- KTy (SJ,Al,...

— _KT Mrn 1

bY; ) M™, 17)
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Again, sinceK*'Y (s, )\{, ..., MK isnonsingular, (17) has
aunique solution. Hence, R=*M_. = e,., wherer corresponds
to the location of M”" in K, and represents the unique solution
for (17). Next, from (5), the »nth moment of X (s, ) isobtained
as

QM. = KR M. =Ke, = M™. (18)

Hence, the mth moment of the system with respect to fre-
quency isconserved if the previous moment is conserved. Thus,
by mathematical induction, we can conclude that g; moments
of QX(s,A1,..., ) = QY 1(s, A1, ..., A\ )b; arethe same
as g, momentsof X (s, A1,..., ) = Y71(s,A1,..., \)b;

Similarly, we proceed with the proof that the reduced system
(12) conserves gy, moments (M, € R™*2+ ) with respect to
k. The proof that the zeroth moment obtained from the reduced
model is equivalent to that obtained from the original system
represented by (1) has already been proven above. We now show
that the mth moment is conserved if al the previous moments
are conserved, i.e., if the hypothesis holds well for 0 < [ <
m—1,ie, QM = M}, then it also holds well for I = m,
ie, QM) = MY

Themth moment of X(s, Aq, ..., A,) with respect to A, can
be evaluated [5] and simplified using (13) as

KTY (s, M, ..., M)KR™T M,
8 Y A M—q
. KTlaXI]KR LMy,
=-> q' . (19)
g=1 )

Since the hypothesis holds well for dl 0 < [ < m — 1,

R~IM IM = e,, Where r corresponds to the location of M ’M
in K. This reduces (19) to

A

KTY (sj,A{,...,A )KR LMy

QY|
N KT[a)\Z]KR LMy

!
g=1 ¢

—KTY (sj X, ,)\n) M7 (20)

Again,sinceK?Y(s;, A\, ..., M, )Kisnonsingular, (19) has
aunique solution. Hence, R~ M, = ., where corresponds
tothelocation of My} in K, and represents the unique solution
for (19). Next, from (5), the mth moment of X (s, ) isobtained
as

QM, =KR'M, =Ke =M. (21)

Hence, the mth moment of the system with respect to Ay is
conserved if al the previous moments are conserved. Thus, by
mathematical mductlon we can conclude that ¢, moments of
QX(s Alyeres Ap) = QY Ys, ALy ee s An )b arethe same as
qa, moments of X (s, Ar,..., ) = Y7 1(s,A1,. .., A0)b;.
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IV. PROOF OF PASSIVITY

Passivity impliesthat anetwork cannot generate more energy
than it absorbs, and no passive termination of the network will
make the system unstable. Passivity isan important property be-
cause stable, but not passive, macromodels can lead to unstable
systems when connected to other passive systems. A network
is passive iff its admittance (or impedance) parameter matrix
is positive real. The necessary and sufficient conditions for the
network admittance matrix H(s) = B?{G + sC}~'B to be
passive are the following:

* H(s*) = H*(s) for all complex s, where x isthe complex
conjugate operator;

« H(s)ispositivered,i.e, z*T {H(s) + HY(s*)}z > 0 for
all complex values of s satisfying Re(s) > 0 and for any
complex vector z.

Verifying condition 1 for the admittance matrix obtained from
the reduced order system, we have

1

H(s") =B"{G+s'C} B
=B7{(G+s5C) 7} B
=H*(s). (22)

Hence, condition 1 is satisfied. Now, we have
z*T{H(s) + HT(S*)}Z
=7 []%T{é + sé}ilﬁ’) + ]%T{é + s*é}iTﬁ’)} z
= »TBT{G +sC} " [G +sC+{G+ s*C}T}
X {G + S*C}_TBz. (23)
Letting w = {G + s*C} 7Bz (23) reduces to
z*T{H(s) + HT(S*)}Z
=0T [{G+5C} +{G+5CY w29
Theterm on the RHS of (24) has been proven to be nonnega-
tivein [6] provided G (s, A1,..., An) and C(s, Ag, ..., A,) are
nonnegative definite (i.e., the origina network (1) is passive).

Hence, we can say that

z*T{H(s) +H"(s*)}z > 0. (25)

Thus, the system admittance matrix derived from the re-
duced-order model satisfies condition 2. Consequently, we can
conclude that the system is passive. It isto be noted that, in this
proof, no assumption on the transformation matrix Q has been
made other than the fact that it is areal matrix.

V. RESULTS
A. Example 1

A distributed transmission-line network with  two
input/output ports containing a set of nine coupled trans-
mission lines [13] and RLC components was chosen to
demonstrate the efficiency and accuracy of the proposed algo-
rithm. The distributed network was discretized using lumped
segmentation. The size of the MNA equations representing this
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Fig.1. |Ya:|and|Y:2| of themacromodel in example 1 areshown asthelength
of transmission line is varied from 8 to 12 cm. The results from the reduced
macromodel are within 0.26% of the values obtained from the full simulation
and, hence, the surfaces are not visually distinguishable.

TABLE |
CPU COMPARISON FOR EXAMPLE 1

Size
3612 x 3612
150 x 150

Sim. Time Speed-up
2916s -
254s 11.48

Org. System
Red. System

network was 3612 x 3612. The proposed algorithm can be used
to form a macromodel of the distributed network as a function
of time/frequency and any design parameter of the network. For
this specific example, the length of the transmission line was
taken as the design parameter of interest. Block moments with
respect to frequency, as well as the length of the transmission
lines were considered to form the reduced-order macromodel.
The size of the equations representing the reduced macromodel
was 150 x 150. The CPU cost of performing the reduction was
21.43 s. Note that this is a one-time cost to form the reduced
model and does not need to be repeated for each new frequency
point or line length. A comparison of the Y -parameters of the
original network and the reduced macromodel are shown in
Fig. 1(a) and (b). The Y -parameters obtained from the reduced
macromodel match the results of the original system accurately
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Fig. 2. |Yi2| and |Y2-| obtained from the reduced-order macromodel are

compared with the responses from the original system in example 2 as the
width of transmission lines are varied from 2.6 to 3.8 mm.

TABLE I
CPU COMPARISON FOR EXAMPLE 2—FREQUENCY-DOMAIN ANALYSIS
Original System Reduced  Reduction Org. Sim. Red. Sim. Mean  Speed-up
Size = 3552 System Size Time Time Time Error
Freq. and width 218 2723y 947.9s 25.12s 0.03% 38
Freq. and length 228 26.9s 972s 27.8s 0.04% 35
Freq., width and length 246 28.4s 47265 150.5s  0.022% 31

(error within 0.26%). For this analysis, 512 frequency points
were taken at nine different values of the line length ranging
from 8 to 12 cm. A comparison of the CPU time taken to
generate the responsesin Fig. Lisshownin Tablel. A speed up
of 11.48 was achieved using the proposed a gorithm.

B. Example 2

A two-port network consisting of 18 transmission lines and
RLC componentsis considered for thisexample. Thedistributed
elementsin the network were discretized using lumped segmen-
tation. The size of the MNA matrices was 3552 x 3552. The
proposed algorithm was used to perform an analysis on this
network by varying the width and length of the transmission
lines. In order to demonstrate the accuracy and efficiency of the
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Fig. 3. |Yiz| and |Y22| obtained from the reduced-order macromodel are

compared with the responses from the original system in example 2 as the
length of the transmission lines are varied from 4 to 6 cm.

proposed agorithm, three different macromodels of the trans-
misson-linenetwork were generated that model the behavior of
the original network with respect to different parameters.

The first macromodel was formed using the proposed algo-
rithm to model variations with respect to frequency and width
of the transmission lines. One hundred moments with respect to
frequency and five moments with respect to width along with
four cross moments were used to generate the reduced-order
macromodel. The size of the reduced model was 218 x 218.
A comparison of the frequency response obtained from the
origina system and the reduced-order macromodel is shown
in Fig. 2. The mean error in the response of the reduced-order
macromodel when compared to the original network was found
to be 0.03%. A comparison of CPU times taken to perform the
analysis is shown in Table Il. As we can see, a speed-up of
38 was obtained for frequency-domain analysis by using the
proposed algorithm.

The second macromodel was formed using the proposed al-
gorithmto model variationswith respect to frequency and length
of the transmission lines. One hundred moments with respect
to frequency and ten moments with respect to length along with
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Fig. 4. |Y12| and |Y>2| obtained from the reduced-order macromodel are

compared with the responses from the original system in example 2 as the
width of the transmission lines is varied from 2.6 to 3.8 mm and the length is
changed from 4 to 6 cm.

four cross moments were used to form the reduced-order
macromodel. The size of the reduced model was 228 x 228.
Thefrequency responses obtained from the original and reduced
systems are compared in Fig. 3. The mean error in the response
of thereduced-order macromodel when compared totheorigina
network was found to be 0.04%. As we can see from the
CPU comparison in Table |1, a speed-up of 35 was achieved
using the proposed algorithm.

The proposed algorithm was used to generate a third macro-
model to model variationswith respect to frequency, length, and
width of the transmission lines. One hundred moments with
respect to frequency, five moments with respect to width, and
ten moments with respect to length along with eight cross mo-
ments were used to form the reduced-order macromodel. The
size of the reduced model was 246 x 246. A comparison of the
frequency response obtained from the origina system and the
reduced-order macromodel! is shown in Fig. 4. The mean error
in the response of the reduced-order macromodel when com-
pared to the origina network was found to be 0.022%. As we
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Fig. 5. Comparison of the transient results obtained from the reduced-order
macromodel and the original system in example 2 by driving with a 1-V pulse
with arise/fall time of 0.1 ns and a pulsewidth of 1 ns.

TABLE Il
CPU COMPARISON FOR EXAMPLE 2—TRANSIENT ANALYSIS FOR
WIDTH = 2.6 mm AND LENGTH = 4 cm

Size Sim. Time Speed-up
Org. System | 3552 223s -
Red. System | 226 16s 14

can see from the CPU comparison in Table |1, a speed-up of 31
was achieved using the proposed agorithm. Transient results
are shown in Fig. 5. CPU results for the transient analysis are
shown in Table 111, indicating a speed-up of 13 with respect to
the solution obtained from the original circuit.

V1. CONCLUSION

This paper has presented an new technique that forms re-
duced-order macromodels, which model the origina network
with respect to time, aswell as multiple design parameters. The
proposed algorithm wastested on several large networksto form
multidimensional macromodels. The size of the reduced models
were less than 5% when compared to the original circuit.
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